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Abstract

Human behavior recognition has always been a hot spot for research in computer vision.
With the wide application of behavior recognition in virtual reality and short video in
recent years and the rapid development of deep learning algorithms, behavior recogni-
tion algorithms based on deep learning have emerged. Compared with traditional meth-
ods, behavior recognition algorithms based on deep learning have the advantages of strong
robustness and high accuracy. This paper systemizes and introduces behavior recognition
algorithms based on deep learning proposed in recent years, then focuses on a series of
behavior recognition algorithms based on image and bone data; deeply analyzes their theo-
ries and performance, and finally, puts forward further prospects.
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1 Introduction

With the wide application of virtual reality technology (Liu et al. 2021), human-computer
interactions, intelligent security (Li et al. 2021), and other areas in real life (Li et al. 2021;
Shen et al. 2019), human behavior recognition, which occupies a pivotal position in the
field of computer vision, has become an important research topic (Liu et al. 2018, 2019).
The purpose of the technology is to capture ongoing behavior in video or image sequences
and judge its type.

At present, the research methods of behavior recognition are divided into two catego-
ries, one based on manual feature extraction (Yang and Tian 2014; Peng et al. 2014, 2016;
Arandjelovic and Zisserman 2013; Duta et al. 2017) and the other on deep network learn-
ing features (Chen et al. 2021; Xia et al. 2021a; Xia et al. 2020a; Xia et al. 2021b). The
method based on manual feature extraction often adopts the traditional machine learning
method. Its advantages lie in need-based orientation, strong pertinence, and simple imple-
mentation. However, due to noise such as lighting, action similarity (jogging and running),
and dynamic backgrounds in behavior recognition (Hong-Lei et al. 2018), the features
extracted manually cannot meet the subsequent classification tasks. Therefore, the effect
of manual feature extraction on behavior recognition is not very significant. Among the
algorithms, improved dense trajectories (iDT) has the highest reliability, but its calculation
speed is prolonged and it cannot meet real-time requirements.

In recent years, deep learning has been intensely developed and applied in many fields,
such as image classification (Liu et al. 2021) and natural language processing (Li et al.
2021; Zhang et al. 2020). Because the principle of deep learning is to use neurons to
simulate human thinking and other activities, which has the same mechanism as behavior
recognition (Yi-Ming and Xiang 2018), researchers try to use deep learning to solve the
problem of behavior recognition. The mainstream behavior recognition methods based on
deep learning are two-stream convolutional networks (Simonyan and Zisserman 2014), 3D
convolutional networks (C3D) (Tran et al. 2015), and long short-term memory (LSTM)
recurrent networks (Donahue et al. 2015). In general, the advantage of behavior recogni-
tion methods based on deep learning is that they can effectively and automatically learn
features from the data and realize the end-to-end learning process. The features known by
these methods are more comprehensive, but the disadvantage is that they require a lot of
data for training.

The behavior recognition methods based on mainstream deep learning algorithms have
achieved fruitful research results. In many practical application scenarios, the data are gen-
erated from non-Euclidean space, and the human skeleton map also comprises irregular
data. Skeleton features can be acquired through human body posture detection algorithms
or high-precision depth cameras. The joints in the human body, connected by bone points,
naturally form a graph structure. Using GCN to deal with human bone data has achieved
good results. Therefore, the research of behavior recognition based on GCN is of great
significance.

A recent review, titled “A Comprehensive Study of Deep Video Action Recognition”
(Zhu et al. 2020), is a comprehensive examination of video behavior recognition papers
based on deep learning. However, it does not record the latest paper and only introduces
video imaging. Therefore, the main contributions of this paper are as follows: (1) We
review the traditional behavior recognition algorithms based on machine learning. (2)
We systematically introduce deep learning algorithms for behavior recognition based on
image and skeleton, and explain the classical papers and the latest progress in detail. (3)
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We describe the challenges in this field and the prospects for future research. Our work
can help researchers quickly step into this field.

A more classic network is the two-stream convolutional network, proposed by
Simonyan et al. (Simonyan and Zisserman 2014), which separates spatial stream from
temporal stream features for learning and finally integrates them. This approach makes
up for the lack of temporal stream features in traditional methods. Aiming at the prob-
lem that the two-stream convolutional network cannot model long-range temporal
sequences, Wang et al. 2016 proposed combining that network with a uniform sparse
sampling method to model the entire video sequence. Based on (Wang et al. 2016), Lan
et al. 2017 added weights to the segments of the fusion part. Zhao and Snoek 2019 pro-
posed an effective two-in-one stream network for spatial and temporal behavior detec-
tion, which solves the problems of large model size and computational complexity. Not
all temporal and space dimensions have the same direction, and they cannot be treated
equally. Therefore, Feichtenhofer et al. 2019 proposed a SlowFast network for video
recognition to deal with them separately. Xiao et al. 2020b proposed a new architecture
to process visual and audio signals. For audio signals of different lengths, Kazakos et al.
2021 suggested two processes of auditory recognition for shunt processing.

After the two-stream convolutional network was proposed, Tran et al. 2015 were
inspired by its spatial and temporal features and proposed the 3D convolutional network
(C3D), in which the temporal dimension is added to learn spatial and temporal features
based on 2D convolution. To effectively extract dynamic human posture features in time
series, Yan et al. 2019 proposed a concise pose-action 3D machine. To solve the prob-
lem of insufficient video processing capacity for long durations, Ren et al. 2021 pro-
posed neural architecture search-temporal convolution. Because a 3D convolution net-
work needs large computing resources and memory, Kondratyuk et al. 2021 proposed a
three-step method to solve this problem. Yue-Hei Ng et al. 2015 combined the structure
of the classical temporal series processing networks, LSTM network and two-stream
convolutional network, to learn temporal features. The above approaches have generally
achieved high accuracy in behavior recognition.

The behavior recognition approach based on skeleton data has been widely studied
because of its strong adaptability to dynamic environments and complex backgrounds.
The graph convolutional network (GCN), which extends convolution from images to
graphs, has been successfully used in many applications. For the task of action rec-
ognition based on skeletons, Yan et al. 2018 first applied GCN to model skeleton data
and constructed the spatio-temporal graph convolution network (ST-GCN). A novel
two-stream adaptive graph convolution network (2s-AGCN) was proposed by Shi et al.
2019b. The topological graph of skeletal joints of this model can be learned adaptively
by the BP algorithm. This data-driven method increases the flexibility of the model in
graph construction. Li et al. 2019 proposed the actional-structural graph convolution
network (AS-GCN) to mine potential joint correlations using a high-order adjacency
matrix to obtain the physical structure between connected joints. Shi et al. 2019a sug-
gested that a directed graph neural network (DGNN) could extract not only the informa-
tion of joints and bones, but also directional correlation information between them. Li
et al. 2019 proposed a spatio-temporal graph routing (STGR) scheme for skeleton-based
action recognition, which adaptively learns intrinsic high-order connectivity relation-
ships for physically distant skeletal joints. Si et al.2019 proposed an attention enhanced
graph convolutional LSTM network (AGC-LSTM) to effectively extract distinctive
spatio-temporal features. In the fifth section, the paper introduces behavior recognition
algorithm based on GCN in detail.
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Section 1 introduces the background of behavior recognition, Sect. 2 introduces the
databases commonly used by researchers in this field, and Sect. 3 introduces the most
effective iDT algorithm and its predecessor DT algorithm, as well as its sampling fea-
tures and coding methods, which were the most effective methods before deep learning
was applied to the field of behavior recognition. In Sect. 4, the image-based deep learn-
ing behavior recognition algorithms are summarized. This paper focuses on the two-stream
convolutional network, 3D convolution network, and LSTM network and briefly introduces
other networks. In Sect. 5, the deep learning algorithm of behavior recognition based on
skeleton data is presented in detail. This section includes a variety of graph network mod-
els and algorithms, summarizes the critical aspects of network construction, and compares
the performance of different algorithms on large-scale databases. Sect. 6 summarizes the
network mentioned in Sects. 4 and 5 and discusses future research in behavior recognition.
Figure 1 shows the overall framework of this paper.

2 Database

Research teams usually use human action databases to detect the accuracy and robust-
ness of algorithms. A summary of datasets for behavior recognition is shown in Table 1.
Databases play at least two critical roles: (1) when using them, researchers do not need to
care about the process of acquisition and pretreatment, and (2) the performance of different

Database
Behavior ] DT
recognition
algorithm based on i
traditional 1 iDT
Behawion methods
recogr.lition Two-Stream
algorithm Network
based on
Deep Deep Learning .
Learing e — 3D convolution
recognition
algorithm based on || LSTM Network
Image
L— Other methods
Deep Learning
behavior — Spatial method
recognition
algorithm based on
skeleton data L Spectral method

Fig. 1 Overall block diagram
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algorithms can be detected and compared under the same standard. The University of
Central Florida released the UCF-101 database (Liu, 2017) in 2012. The samples in the
dataset include various motion samples collected from TV broadcasts and video samples
downloaded and saved from YouTube. There are five types of significant actions (human
interaction, human interaction, body movement, musical instrument playing), 101 kinds of
specific small activities, and 13,320 videos.

Brown University released the HMDB-51 database (Liu, 2017) in 2011. The video sam-
ples are from video clips on YouTube. There are 51 types of sample actions and 6849 vid-
eos. Each type of sample action contains at least 101 videos.

The above two datasets have large numbers of samples and complex backgrounds, which
can test the accuracy of algorithms and detect their robustness. At present, the UCF-101
and HMDB-51 datasets are widely used in behavior recognition based on deep learning.

NTU RGB + D contains 60 action categories and 56,880 video samples. NTU RGB +
D120 extends NTU RGB + D by adding 60 types and 57,600 video samples; that is, NTU
RGB + D120 has a total of 120 categories and 11,4480 samples. Both datasets contain
RGB videos, depth map sequences, 3D skeleton data, and infrared (IR) videos for each
sample. Three Kinect V2 cameras are used simultaneously to capture each sample. The
resolution of the RGB video is 1920 x 1080, the resolution of the depth map and the IR
video is 512 X 424, and the 3D skeleton data contain the 3D coordinates of 25 human
joints per frame.

In the above two datasets, more attention is paid to position changes of humans in
action, so they are more suitable for the recently emerging behavior recognition algorithms
based on skeleton detection.

3 Behavior recognition algorithm based on traditional methods

Behavior recognition is mainly divided into two methods: manual feature extraction and
deep learning.

Although the performance of behavior recognition algorithms based on deep learning
has surpassed that of dense trajectories (DT) and iDT algorithms, they have had a sig-
nificant impact on development in this field. Many methods that achieve good performance
adopt the idea of combining deep learning with the iDT algorithm, so DT and iDT algo-
rithms are indispensable in behavior recognition. The iDT algorithm improves the DT
algorithm, so the DT algorithm is introduced first.

3.1 DT algorithm

The basic framework of the DT algorithm is shown in Fig. 2 (Wang et al. 2013). The spe-
cific process is as follows:

Step 1. Each frame of the video is divided into multiple scales, the feature points of each
scale are densely sampled by gridding, and some untraceable feature points are removed.

Step 2. The feature points are tracked to obtain the trajectory in the video sequence. The
positions of a feature point on the continuous L frame image constitute a trajectory, and the
tracking of feature points is carried out independently on each scale. In order to avoid the
drift phenomenon, features should be recollected and retracted every L frames.

Step 3. Along the trajectory of a feature point with length L, a time—space volume is
formed in the N X N region around the feature point in each image. The time—space volume
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Dense sampling

Tracking i h spatial scal
In each spatial scale i

Trajectory description
separately J Y P

Fig.2 Basic framework of DT algorithm (Wang et al. 2013)

is divided into n, X n; X n, block regions for feature extraction. The HOG feature is used
to calculate the grayscale image gradient histogram. The HOF feature is used to calculate
the optical flow information (direction and amplitude) histogram. The MBH feature is used
to calculate the optical flow image gradient histogram. The L2 norm is used to normalize
the features of HOG, HOF, and MBH.

Step 4. There are many tracks in a video, and each track corresponds to a set of features.
Each feature group is encoded by a bag of features to get a certain length of feature coding
for video classification.

Step 5. The RBF-x? core and the SVM trained by the one-to-many strategy are used to
classify videos.

3.2 iDT algorithm

The iDT algorithm is an improved version of the DT algorithm, and its general process and
framework are similar. Some features and noise are processed to enhance the performance
of the algorithm:

(1) (Wang and Schmid 2013): The optical flow and trajectory in the background are
eliminated by estimating the camera motion. Since the changes between two adjacent
frames are small, the latter frame is assumed to be obtained by the projection transforma-
tion of the previous frame; as a result, the problem of camera motion estimation can be
approximated to the problem of projection transformation matrix calculation by using the
front and back frame images. The SURF and optical flow features are used to match feature
points between images. The projection transformation matrix is estimated by the random
sample consensus (RANSAC) algorithm.

(2): Because human action is more significant in the image, the projection matrix is not
accurate enough to estimate the matching points of the human body. Therefore, the iDT
algorithm uses the human body detector to detect the human position frame and remove
the matching point pairs in the frame. The human action will not affect the estimation of
the projection matrix.
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In addition to these two improvements, the iDT algorithm also uses the L2 norm for
feature normalization and the Fisher vector for feature coding to improve its accuracy and
speed.

The main improvements of the iDT algorithm over the DT algorithm are its optimiza-
tion of optical flow images and new ways of carrying out feature regularization and coding.
These significantly improve the effectiveness, and the accuracy of the HMDB-51 dataset is
increased from 46.6 to 57.2%.

The iDT algorithm specializes in feature extraction. Compared with deep learning
methods, the iDT algorithm can extract behavior-related features more accurately, so it has
greater stability. According to the advantages described above, deep learning algorithms
can be effectively improved by combining them with the iDT.

4 Deep Learning behavior recognition algorithm based on Image

The main networks used for behavior recognition in deep learning are convolutional neu-
ral networks (CNNs) and recurrent neural networks (RNNs). Classical CNNs, such as
AlexNet, VGG16, etc., achieve different feature extraction effects through different arrange-
ments and combinations of convolution layers, pooling layers, and fully connected layers.
The recurrent neural network takes sequence data as input and recurses in the changing
direction of the sequence; additionally, the recurrent units have a chain-type connection
(Goodfellow et al. 2016). CNN establishes weight connections between layers. RNN also
establishes weight connections between neurons in layers, and its output is related to both
the current input sequence and the previous output.

Most of the existing behavior recognition algorithms based on deep learning were
developed based on two-stream convolutional networks, 3D convolutional networks, and
RNN (especially LSTM). Following the continuous development of deep learning algo-
rithms in the past two years, this paper divides behavior recognition algorithms based on
deep learning into four categories: two-stream convolutional networks, 3D convolutional
networks, LSTM networks, and other networks. Based on this classification, these algo-
rithms are introduced as follows.

4.1 Deep Learning algorithm of behavior recognition based on Two-Stream
Convolutional Network

Simonyan and Zisserman 2014 proposed the basic two-stream ConvNet architecture. As
shown in Fig. 3, the network has two parallel networks of a spatial stream and a temporal
stream (Huilan et al. 2018). It uses two independent CNN networks to process spatial and
temporal information in a video separately. The input of the spatial stream network is a
single frame image sampled from the video, and the input of the temporal stream network
is optical flow information. The model combines the two networks to get the final recogni-
tion result. The network achieved 88 and 59.4% accuracy on the UCF-101 and HMDB-51
databases, respectively. The network model has good expansibility and has attracted the
attention of researchers. Therefore, many improved algorithms have emerged with a focus
on accuracy and robustness.

The temporal segment network (TSN), proposed by Wang et al. (Wang et al. 2016)
adopts the uniform sparse sampling method to obtain information with long-range tem-
poral structure, which can be applied to long video sequences. The network divides the
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Spatial stream ConvNet
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Fig.3 Workflow of two-stream convolutional network (Simonyan and Zisserman 2014)

video into K segments, inputs each segment into the two-stream network, and then gets the
classification result. It uses the weighted-average method to fuse all influences to get the
final product, which overcomes the problem that the classical two-stream network can only
handle short-term videos. Diba An et al. 2017 adopted another fusion method, proposing a
temporal linear encoding (TLE) layer to fuse and encode the features extracted after video
segmentation. It captures the interaction between all spatial features to get the dynamic
process over a long time and can learn the convolution neural network model using limited
samples.

The two-stream detection network based on RGB and flow provides state-of-the-art
accuracy at the expense of large model size and heavy computation. Zhao and Snoek 2019
proposed embedding RGB and optical flow into a single two-in-one stream network with
new layers, which reduces the computational cost of the traditional two-stream detection
network by half while maintaining high accuracy. The method can be easily embedded into
existing appearance- or two-stream action detection networks and trained end-to-end. The
two-in-one network structure is shown in Fig. 4. With only half the computation and num-
ber of parameters, the two-in-one stream still achieves impressive results on UCF101-24,
UCEF sports, and J-HMDB.

Tow-in-one Stream

M’layerli Mlayer2 M’layer3 M 2Iayer4regreSSion loss
 EaE Tm WM mEYTTL W'@
: ¢onv2 conv3 conv4 Extra layers N\
RGB image ﬁ N confidence loss
A 5,M(?,1ay,f:1,,E 777777

L ‘ T
conv F’g T @ +, @
— conv A, conv %
MC layer } 07 i

motion condition ¥
optical flow w

Motion condition(MMC)Layer | Motion Modulation(as*)Layer

Fig.4 Two-in-one network structure diagram (Zhao and Snoek 2019)
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Fig.5 SlowFast model (Feichtenhofer at al. 2019)
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Fig.6 Audiovisual SlowFast network (Xiao et al. 2020)

In the real world, most objects are static. Not all temporal and spatial dimensions are
in the same direction, so they cannot be treated equally, but traditional convolution, such
as 3D convolution, treats them equally. Based on this, Feichtenhofer et al. 2019 proposed
a SlowFast network for video recognition. The model involves (1) a slow pathway, operat-
ing at a low frame rate, to capture spatial semantics, and (2) a fast pathway, operating at
a high frame rate, to capture action information in the temporal dimension. As shown in
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Fig. 7 SlowFast architecture (Kazakos et al. 2021)

Fig. 5, the T and C of the slow pathways are benchmarks for the fast pathway. For a video,
the slow pathway samples T frames as input. Meanwhile, the fast pathway has to deal with
high-frequency information, and uses no temporal downsampling layers in the whole pro-
cess, so its input is always aT frame. To reduce the complexity and accuracy of the model,
the number of fast pathway channels is reduced, which is f times the number of slow path-
way channels. The two pathways are fused by lateral connections, followed by a complete
connection layer for classification. Many experiments have proven its effectiveness.

For many video interpretation tasks, visual and audio signals are essential, because
audio pathways generally train much faster than visual ones, which can lead to generali-
zation issues during joint audiovisual training. To achieve unified audiovisual perception,
Xiao et al. 2020c proposed a new architecture, audiovisual SlowFast network (AVSlow-
Fast). As shown in Fig. 6, the model improves the SlowFast network by changing the num-
ber of input frames and channels of the fast pathway to aF and fF times those of the slow
pathway, respectively. In addition, an audio pathway is added, which has a more acceptable
temporal structure than the slow and fast pathways. The number of input frames and chan-
nels of the audio pathway is aF and SF times of the slow pathway. The model has shown
its effectiveness on six datasets.

Different activities have different lengths of audio. Some may be momentary, while
others may be repetitive over a more extended period. Based on this, Kazakos et al.
2021 proposed two streams for auditory recognition: a slow flow and a fast stream to
achieve target recognition and temporal dimension sampling, respectively. The streams
of the network are variants of residual networks. As shown in Fig. 7, each stream com-
prises an initial convolutional block with a pooling layer followed by four residual
stages, where each step contains multiple residual blocks. The slow stream has high
channel capacity, with g times more channels than the fast stream, while operating on
a low sampling rate. As the input spectrogram is traversed temporally by a, the slow
stream focuses on learning frequency semantics by restricting the temporal resolution
and temporal kernels while keeping high channel capacity. The fast stream can focus
on temporal patterns by having high temporal resolution and more temporal kernels
but fewer channels.

As the earliest network in the behavior recognition algorithm based on deep learn-
ing, the two-stream network’s division of video sequences into time and space provides
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researchers with much inspiration. Without considering training skills, such as net-
work pretraining, the contribution of the two-stream network to the feature process-
ing of video sequences is unmatched by C3D and LSTM networks. The deep learning
algorithm for behavior recognition based on a two-stream network is summarized in
Table 2.

4.2 Depth Learning algorithm for behavior recognition based on 3D convolution

In the beginning, Du et al. (Tran et al. 2015) proposed a 3D convolution neural network
(C3D), in which 3D convolutions appeared for the first time, and applied it to behavior
recognition. The optimal 3D convolution core size of 3 X 3 X 3 was determined through a
comparative experiment. As shown in Fig. 8, the network is composed of the following: 8
convolution layers, where all 3D convolution cores are 3 X 3 X 3, with the same step size
of 1 x 1 X 1; 5 pooling layers, where the size of the first pooling layer is 1 X 2 X 2 with a
step size of 1 X2 x 2, and the size of the other pooling layers is 2 X 2 X 2with a step of
2 X 2 X 2, to retain more time information; 2 full connection layers with a size of 4096; and
1 softmax output layer. The best accuracy of this network on the UCF-101 database was
85.2%, and when combined with iDT, the accuracy was 90.4%. Under the same conditions,
compared with the two-stream network, it improved accuracy by 1.6%. The network has
good generalization performance and can be flexibly combined with other networks. Its
calculation efficiency is high and it is easy to train and use.

The large number of parameters of 3D convolution increases the difficulty of optimi-
zation and memory usage. The computational cost of a 3D convolution neural network
makes training it very difficult. Given the excellent performance of 2D convolution in two-
dimensional image processing, Zhou et al. 2018 proposed a hybrid 3D/2D convolution
module (MiCT) to process video data. As shown in Fig. 9, the MiCT module combines the
hybrid 3D/2D series module and the cross-domain residual 3D/2D parallel module, which
increases the depth of the 3D convolutional neural network and reduces the complexity of
learning 3D features and fusing spatio-temporal features. MiCT enables 3D convolutional
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Fig. 10 Framework of Pose-Action 3D Machine (Yan et al. 2019)

neural networks to extract deeper spatio-temporal features with less 3D spatio-temporal
fusion, smaller size, and faster speed.

In this context, 3D convolution can be used to model space and time series, but this
modeling method cannot effectively extract the dynamic characteristics of human posture
in time series. To address this, Yan et al. 2019 proposed a novel pose-action 3D (PA3D)
machine. As shown in Fig. 10, it consists of three semantic modules: spatial pose CNN,
temporal pose convolution, and action CNN. First, the spatial pose CNN extracts the joint,
part affinity fields, and convolutional features to form three kinds of pose heatmaps, and
sends them to the temporal pose convolution. For the heatmap stack of the same joint at
different times, a cube with dynamic change in temporal sequence is obtained, which is
fused by 1 X 1 convolution and dilation convolution, and finally sent into a convolutional
and fully connected layer classification network. PA3D and I3D are highly complementary
and superior to many other pose-based methods.

Although 3D convolution can deal with spatio-temporal information, it is insufficient
for long-term video processing. In order to address this challenge, Ren et al. 2021 pro-
posed a new processing framework called neural architecture search-temporal convolution
(NAS-TC). They divided it into two stages: In the first phase, I3D is used as the backbone
network to complete the computationally intensive feature extraction task. In the second
stage, the neural architecture search (NAS) method is used to complete the lightweight task
of extracting long-range temporal-dependent information. This method assigns parameters
more reasonably to ensure the completion of long-range video processing tasks, and exper-
iments show that the model improves the accuracy.

A 3D convolution network has high accuracy in video recognition, but it requires large
computation and memory resources. Therefore, Kondratyuk et al. 2021) proposed a three-
step approach to improve computational efficiency while substantially reducing the peak
memory usage of 3D CNNs. (1) They designed a video network search space (NAS),
which uses 3D convolution to embed overlapping segments of input video and to calculate
their average. (2) They introduced the stream buffer technique, which allows 3D CNNs
to embed streaming video sequences of arbitrary length for training and inference with a
small constant memory footprint. (3) They proposed a simple ensembling technique by
training two streaming MoViNets independently with the same total FLOPs as a single
model and averaging their logits. This simple technique further improves accuracy without
sacrificing efficiency.

The proposal of the C3D network expands the ideas of researchers beyond two-dimen-
sional convolutions. 3D convolutions have good generalization performance, can be com-
bined with many networks, and improve the performance of the original network. The
most significant difference of C3D is that it reduces the number of network parameters and
speeds up network training. The depth learning algorithm of behavior recognition based on
3D convolution is summarized in Table 3.
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4.3 Deep Learning algorithm of behavior recognition based on LSTM Network

In deep networks (Qu et al. 2021; Song et al. 2021; Xia et al.2021c; Xia et al. 2020a; Xia
et al. 2020b), because LSTM can deal with temporal sequence information, LSTM net-
works are often used in behavior recognition. The internal structure of an LSTM unit con-
sists of an amnesia gate, an input gate, and an output gate (Zhihui et al. 2017; Sanhong
et al. 2017). The LSTM network allows gradients of key sequences to be transmitted all the
time, avoiding the problem of gradient disappearance to some extent (Jiyang 2016).

To reduce the amount of computation and learn the global features of video, Ng et al.
(Yue-Hei Ng et al. 2015) proposed a two-stream network model combined with LSTM. In
this model, the pre-trained CNN network (AlexNet or GoogLeNet) on ImageNet is used to
extract image and optical flow features of video frames. The extracted features are input
into the LSTM network to obtain the final result (Yuhuan 2018). Although the performance
of the network is fair, it provides a new idea for research behavior recognition: even if there
is a lot of noise in optical flow images, it is helpful in classification when combined with
LSTM.

Because the previous method combining convolutional neural network and LSTM can-
not represent micro movements, and because other attention-based LSTM methods can-
not train the LSTM network well, Du et al. 2017 proposed an end-to-end recurrent pose
attention network (RPAN), which combines the attention mechanism with the LSTM net-
work to represent more refined actions. The network structure diagram is shown in Fig. 11.
The accuracy of the network reached 78.6 and 97.4% on the Sub-JHMDB and PennAction
databases, respectively. We believe that the combination of LSTM and attention mecha-
nism can achieve good results in behavior recognition, but the network structure is more
complex.

Long et al. 2018 proposed a multimodal RNN framework, which divides visual features
(including RGB image and optical flow features) and acoustic features into equal-length
segments in LSTM, which reduces the amount of computation and improves the speed.
The LSTM network is applied to extract different features. The multimodal LSTM network
framework is shown in Fig. 12.

In order to make full use of spatial correlation in the video, Li et al. 2018 introduced the
attention mechanism into LSTM and proposed the VideoLSTM model. This model obtains
the spatial correlation from each frame of the video image through the convolutional neural
network, and obtains a motion-based attention map. It finally locates the spatio-temporal
position using the attention map according to the action label.

Wang et al. 2019 proposed an I3D-LSTM model by combining 13D with an LSTM
network. I3D extracts spatial features and captures low-level action features between adja-
cent frames and then uses the LSTM network to model high-level temporal features. This
method can learn low-level and high-level features well. The experimental results on the
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UCF-101 video dataset verified that the I3D-LSTM model was more effective than other
mainstream methods at that time.

He et al. 2021 proposed the DB-LSTM model, which uses dense hopping connec-
tions to strengthen the feature propagation and reduce the number of parameters. This
network is also an extended form of the two-stream network. As shown in Fig. 13, the
input is extracted frames and optical flow maps, which are fed into the stack representa-
tion learner (SRL) to produce the feature stack. The feature stack is utilized to model
the temporal pattern. Finally, a fusion layer is employed to integrate the spatial and
temporal clues to predict the final result. Experiments on two open datasets, UCF101
and HMDB51, showed that the model was superior to other action recognition methods
when it was proposed.

In order to improve the differential discrimination of features, Muhammad et al. 2021
proposed a bi-directional long short-term memory (BiLSTM) based attention mecha-
nism with a dilated convolutional neural network (DCNN) that selectively focuses on
effective features in the input frame to recognize different human actions in videos. Fig-
ure 14 shows the overall architecture of the network. The model uses DCNN to extract
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Fig. 13 DB-LSTM model framework (He et al. 2021)
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the CNN features from the input data. The fused features are sent into BiLSTM to learn
the long-term dependencies, and then the context vector is obtained through the atten-
tion mechanism. In the end, the network outperformed the latest methods on the UCF11,
UCF ,sports and J-HMDB datasets by 1 to 3%.

In order to take into consideration both spatial and motion features while construct-
ing temporal dependencies, Majd and Safabakhsh 2020 proposed an extended version of
LSTM units, named C2LSTM. The overall architecture of the network is shown in Fig-
ure 15. The network first feeds the video data into convolutional towers to extract spatial
features. The outputs of all convolutional towers are then given to the C2LSTM layer
to extract spatial and temporal information as well as temporal dependence. C’LSTM
offers two improvements: (1) Its input gates and weights are 2D arrays and the multipli-
cation operators are replaced with convolution, and (2) the input of previous time t-1 is
used to calculate the correlation of subsequent input data. The network has proven to be
effective on the UCF101 and HMDBS51 datasets.

In the beginning, the accuracy of the LSTM dual-stream network model was not sig-
nificantly higher than that of the two-stream network on the UCF-101 database. How-
ever, it reduced the amount of network computation. In the later development, it could
be seen that most of the databases on which LSTM-based networks perform well were
those integrated with human body actions. Compared with the Two-Stream Networks
and C3D, the LSTM networks are more sensitive to slender limb actions. In the final
analysis, the development of behavior recognition algorithms based on deep learning is
inseparable from the contributions of Two-Stream networks, C3D networks, and LSTM
networks.The deep learning algorithms for behavior recognition based on LSTM net-
works are summarized in Table 4.
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Fig. 15 Overall framework of C2LSTM network (Majd and Safabakhsh 2020)
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4.4 Other deep learning algorithms for behavior recognition

In addition to the two-stream, 3D convolution, and LSTM networks, many other algorithms
also have excellent performance in behavior recognition. These algorithms have high accu-
racy, fast speed, and good robustness.

Wu et al. 2018 proposed training the deep network directly on the compressed video
to filter the noise and make the training easier. Li Chao et al. 2019 designed a joint spa-
tio-temporal feature learning operation (CoST) to overcome the problem of a large num-
ber of 3D convolution network parameters and the limitation of real time. The network
reduces the amount of calculation while maintaining accuracy, and its structure is rela-
tively straightforward. Choutas et al. 2018 proposed encoding the action changes of human
joints as key points; the resulting feature is called PoTion. The featured graph is input into
the convolutional neural network for behavior recognition. Cho et al. 2018 proposed a new
spatio-temporal fusion network (STFN), which can obtain local and global information of
complementary data and is suitable for any video classification network. Li et al. 2020 pro-
posed a motion excitation (ME) module and a multiple temporal aggregation (MTA) mod-
ule, which are inserted into a standard ResNet block (He et al. 2016a, b) to build temporal
excitation and aggregation (TEA) block for effective and efficient temporal modeling. The
TEA block modeling framework is shown in Fig. 16.

The behavior recognition deep learning algorithms of other networks are summarized in
Table 5.

5 Deep learning algorithms for behavior recognition based
on skeleton data

With the continuous development of deep learning, convolutional neural network (CNN)
(LeCun et al. 1998; Zhang et al. 2017), as a representative network of deep learning, can
efficiently deal with single and two-dimensional data with regular structure. Although
CNN has achieved great success in processing image sequences in Euclidean space, it can-
not deal with the data in many scientific research fields generated in non-Euclidean space.
In particular, human skeletal joints compose a topological graph that belongs to Euclidean
structure. Skeleton data are less susceptible to appearance than RGB data and depth data.
Because the skeleton is an advanced feature of the human body, it can better avoid the
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noise caused by background occlusion, illumination change, and visual angle change in
the process of calculation and storage. (Yan et al. 2017) Therefore, it has received exten-
sive attention. For this kind of topological graph, GCN (Du et al. 2015) can be processed
directly. In this paper, the convolution operation is extended to the graph domain, and the
graph convolution is used to combine the extracted spatio-temporal features on the graph
structure. Finally, the result of behavior recognition is obtained.

There are multiple modalities in human behavior recognition, such as appearance, depth,
optical flow, and the skeleton. Among these modalities, dynamic human skeletons usually
convey significant information that is complementary to others. Conventional approaches
for modeling the skeleton only carry out temporal sequence analysis on feature vectors
formed by temporal joint nodes, resulting in limited expression and difficulty with general-
ization. Therefore, Yan et al. (Yan et al. 2018) proposed the skeleton-based spatio-temporal
graph convolution network (ST-GCN), and theirs was the first paper to use a graph convo-
lution network to identify skeletal behavior recognition. It is also a pioneering and repre-
sentative method. It summarizes how to use a spatio-temporal graph constructed based on
the human skeleton sequence and perform the convolution operation on the graph.

The ST-GCN model, which is based on the human skeleton, represents the general
sequence of behavior recognition, overcoming the deficiency of the RGB-based model.
Using graph convolution to recognize the behavior of critical nodes can produce a hier-
archical representation of skeletal joints and get better recognition results. The network
opens up a new direction and possibilities for behavior recognition. The ST-GCN net-
work structure is shown in Fig. 17. We can construct spatial and temporal graphs on skel-
etal sequences, apply and gradually generate higher-level feature maps on the graph, and
finally, the action category is classified by the softmax classifier. On two large datasets,
Kinetics and NTU-RGBD, it achieves substantial improvements over mainstream methods.

5.1 Adaptive graph structure

ST-GCN is a spatio-temporal model based on the skeletal structure. First, its graph topol-
ogy is manually set and fixed across all layers and input samples, ignoring the underlying
relationships between all nodes. Second, it fails to capture the features of crucial neighbor-
hood nodes, ignoring the importance of different nodes, resulting in inaccurate final classi-
fication results. In order to make the graph structure more adaptable to varied data samples,
Shi et al. 2019b, Li et al. 2019 and Yang et al. 2020 made a series of improvements based
on the adjacency matrix of the graph structure.
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The two-stream adaptive graph convolutional network (2s-AGCN) proposed by Shi
et al. 2019b adaptively learns the topology of skeletal joints according to different graph
convolution layers and BP algorithms in an end-to-end manner. Its hierarchical structure is
better and it allows the addition of connections to dynamically adjust the graph structure,
hence it is applied to recognition tasks. Typically, the length and direction of bones are nat-
urally more informative and discriminative for action recognition. The model’s two-stream
structure uses the first-order information of the skeleton data (node information) and the
second-order information, which brings notable improvement in recognition performance.
Figure 18 shows the overall architecture of 2s-AGCN: first, the data of bones are calcu-
lated based on the data of joints; then, the joint and bone data are fed into the J-stream and
B-stream, respectively; finally, the softmax scores of the two streams are added to obtain
the fused score and predict the action label. The accuracy of this model is about 7% higher
on the NTU-RGB+D dataset compared to the results of Yan et al. 2018.

Li et al. 2019) proposed the actional-structural graph convolution network (ASGCN)),
which uses an encoder-decoder structure to capture the implicit joint correlation and high-
order neighborhood information. The network uses the high-order polynomials of the
adjacency matrix to capture the inherent physical structure links between joints. It extends
the skeleton graph and represents high-order and potential dependencies as structural
and action links, respectively. For generalized graphs with action and structural links, the
model uses actional-structural graph convolutions to capture spatial features. It also stacks
multiple actional-structural graph and temporal convolutions. Figure 19 shows the struc-
ture of the AS-GCN network: the inferred actional graph A-links and extended structural
graph S-links are fed to the AS-GCN blocks to learn spatial features, the multigraph AS-
GCN extracts spatial and temporal information, the average of the adjacent features of each
joint is weighted, and the last block is connected to the classifier to generate the final pre-
diction. Finally, two datasets, NTU-RGB+D and Kinetics, were used to verify that the AS-
GCN network is much better than the previous methods. AS-GCN also shows promising
results for future pose prediction.

Yang et al. 2020 proposed a new pseudo graph convolutional network with temporal and
channel-wise attention (PGCN-TCA) to capture the dependencies between connected joints
and joints that are not physically connected. They also proposed a mixed temporal and
channel-wise attention network to describe the importance of different frames and chan-
nels. In this way, PGCN-TCA can extract key frames and filter out input frames contain-
ing more features. A flowchart of the PGCN-TCA model is shown in Fig. 20. First, the
relative coordinate and temporal differences are concatenated to form the network input,
and second, the input is normalized by the normalization layer; the data are then input into
10 pseudo-graph convolution blocks. The pseudo-graph convolutional block with different
numbers uses a temporal stride of 2 to reduce the sequence length, and a global average
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pooling layer is used after the last block; finally, the fully connected layer and softmax are
used to calculate the score for each class. The model achieves competitive results on chal-
lenging datasets.

5.2 Feature information fusion

In action recognition tasks, information on both joints and bones in skeleton data has
proven to be extremely useful. However, how to combine the two types of data to best
exploit the relationship between joints and bones remains a problem to be solved. To
address this issue, Shi et al. 2019a, Korban et al. 2020 and Zhang et al. 2020 considered the
importance of the internal relationship between joint features and skeletal features.

Shi et al. 2019a represented skeleton data as a directed acyclic graph (DAG) based
on the natural kinematic dependency between joints and bones in the human body.
A novel directed graph neural network was designed specifically to extract the infor-
mation of joints, bones, and their relationships and to make predictions based on the
extracted features. In addition, to better fit the action recognition task, they made
improvements based on 2s-AGCN (Shi et al. 2019b): In the first 10 rounds of train-
ing, A=P+A,, is used and is not added to the following training, which achieves
the optimal effect of the network. In addition, for improved performance, they com-
bined the spatial information in the two-stream framework with the motion informa-
tion of the same graph structure. Finally, they obtained recognition results by fusion
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Fig. 20 Illustration of the PGCN-TCA architecture (Yang et al. 2020)

@ Springer



Overview of behavior recognition based on deep learning

(TxJx3) (TxJxC) (TlexC) (TxJxC)
0 —__f 1

(—><J><(C><2))

seee
3 i
0“/ -

m

(TxJxC) (T'xJxC) (T xJxC)

Fig.21 DDGCN architecture diagram (Korban and Li 2020)

N layers

Classification

=

GC

[ o
SR GCN
ToND |

N L B =
¥ mmmm) —| Concat Concat J—h--—o | Concat Jf[ Concat || GAP |mf FON ==

E T T : =

Fig. 22 Overall architecture of SFAGCN (Zhang et al. 2020)

MLP
[ enap
[ Tenep

and classification. Experiments show that the accuracy of the DGNN network is about
1% higher than that of 2s-AGCN.

Korban et al. 2020 proposed an end-to-end dynamic directed graph convolutional
network (DDGCN). The DDGCN consists of three new feature modeling modules:
dynamic convolutional sampling (DCS), dynamic convolutional weight (DCW), and
directed graph spatio-temporal (DGST) feature extraction, which can adaptively
learn spatio-temporal relations and model spatial and temporal sequence information.
Among them, the DCS and DCW modules can effectively capture the spatio-temporal
correlation between dynamic non-adjacent joints. The DSTG feature extraction module
enhances the features of the action by including spatio-temporal ordered information.
The DDGCN architecture shown in Fig. 21 consists of DDC blocks, dropout (DO) lay-
ers, a dimension modifier (DM), and ReLLU. One of the DDC blocks is composed of
DCS, DCW, and DSTG. Comprehensive experiments show that the DDGCN improves
the accuracy of action recognition on multiple public datasets.

Zhang et al. 2020 proposed a novel structure-feature fusion adaptive GCN
(SFAGCN) for skeleton-based action recognition. The model decouples the structure
and feature information in the spatio-temporal graph and then fuses the decoupled
information data. In this way, the topological structure and joint features of the skel-
eton graph can be effectively fused. In addition, the relevance of spatio-temporal data
can be preserved by the fusion strategy, with data integrity ensured. The overall archi-
tecture of SFAGCN is shown in Fig. 22. The basic module of the space-time block is
composed of TCN gate, SFAGCN, and adaptive fusion module; the extracted features
are processed by global average pooling (GAP) and full convolutional network (FCN)
and are classified by softmax classifiers. Taking 2s-AGCN and shift-GCN as the base-
line, SFAGCN has achieved higher performance on the NTU-RGBD 60 dataset.
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5.3 Optimization of receptive field

Compared with previous methods, ST-GCN has better performance, but there are still
some problems. First, due to the inflexibility of attention mechanisms and narrow
receptive fields, it is difficult to learn the relationship between non-physical connection
nodes. Second, the skeletal structure with fixed physical connection limits the size of
the receptive field, resulting in restricted performance improvement. In order to improve
the receptive field and better extract higher-order information from human bone struc-
ture, the following studies were carried out from the aspects of optimizing the convolu-
tion mode (Cheng et al. 2020), enriching the feature information of the input (Si et al.
2019), and strengthening the node correlation (Li et al. 2019).

The shift graph convolutional network (Shift-GCN) was proposed by Cheng et al.
2020 for skeleton-based action recognition. It can significantly reduce computational
cost. The improvement over ST-GCN (Yan et al. 2018) is reflected in the graph convo-
lution of spatial information and the change in temporal sequence modeling methods.
Shift-GCN is composed of spatial and temporal shift graph convolutions. Two kinds
of spatial shift graph operation are proposed for spatial skeleton graphs, local and non-
local. For local shift graph operation, the receptive field is specified with the physical
body structure. Non-local shift graph operation makes the receptive field of each node
cover the full skeleton graph and learns the relations between joints adaptively. There-
fore, non-local spatial shift graph operation is computationally efficient and achieves
good performance. Two kinds of temporal shift graph operations are proposed for tem-
poral skeleton graph, naive and adaptive. Because adaptive temporal shift graph opera-
tion can adaptively adjust the receptive field, it can solve the problem of manually
setting the receptive field of the naive temporal shift graph. It also optimizes the time
modeling and reduces the computational complexity compared with conventional time
models. The network notably exceeded the state-of-the-art methods at the time with
more than 10 times less computation cost on the three skeleton-based action recognition
datasets.

Si et al. 2019 proposed an attention enhanced graph convolutional LSTM network
(AGC-LSTM), which consists of three elements: attention mechanism (A), GCN, and
LSTM. In this model, the combination of graph convolution and LSTM is applied to
bone-based behavior recognition for the first time. In the structure diagram of the AGC-
LSTM unit block, LSTM is improved: the original input sequence data is changed into
bone data, and the product is changed into the graph convolution. The AGC-LSTM net-
work structure is shown in Fig. 23. First, the coordinate of each joint is transformed into
a spatial feature with a linear layer; in order to capture spatio-temporal information,
the difference between two consecutive frames is used as the frame difference feature.
Next, three AGC-LSTM layers are used to model discriminative spatio-temporal fea-
tures. Finally, the class of human action is predicted. The model has the ability to learn
high-level semantic representation and a significantly reduced computation cost, but it
can only improve the receptive field on small-scale graph structures. The best results
were obtained on the NTU RGB+D and Northwestern-UCLA datasets when the algo-
rithm was proposed.

Li et al. 2019 proposed a spatio-temporal graph routing (STGR) scheme, which adap-
tively learns the intrinsic high-order connectivity relationships for physically distant
skeletal joints and effectively expands the receptive field. Specifically, the scheme is
composed of two components: a spatial graph router (SGR) and a temporal graph router
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(TGR). The SGR aims to discover the connectivity relationships among the joints, and
the TGR explores the structural information by measuring the degree of correlation
between temporal joint node trajectories. The proposed scheme is naturally incorporated
into the framework of the GCN to produce a set of skeleton-joint connectivity graphs,
which are further fed into the classification networks to better match action recognition
tasks. The flowchart of STGR is shown in Fig. 24. The effectiveness of the method was
proved on two benchmark datasets, NTU-RGB+D and Kinetics.

The deep learning behavior recognition algorithms based on skeleton data are summa-
rized in Table 6

6 Conclusion and prospect
Human behavior recognition has many applications in today’s society, and has received
a great of attention by researchers in related fields. In order to help beginners understand

the deep learning methods of behavior recognition and track the research hotspots, this
paper conducted an integrated analysis of the popular behavior recognition methods based
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on deep learning in recent years. Behavior recognition methods based on deep learning
do not require too much manual participation, and are trained and learned directly on the
video dataset. Although these methods need a lot of data to support them, they can get
more comprehensive features. For video sequences, deep learning can better deal with
temporal sequences, so it is more suitable for feature extraction in behavior recognition
than traditional methods. GCN is very effective in processing graph data in non-Euclidean
space and has attracted more attention. In recent years, compared with unprocessed limb
information, skeleton information is more stable and is free from background interference,
so behavior recognition based on skeleton detection has also become an essential area of
computer vision. The contribution of our paper is that in addition to introducing the tradi-
tional machine learning and image-based deep learning algorithms in the field of behavior
recognition, we also focus on deep learning algorithms based on skeleton data. Different
from previous reviews, our paper covers many classical papers and summarizes the latest
progress in detail.

In recent years, researchers have made great achievements in the field of behavior rec-
ognition. However, there are still many challenges and directions worth pursuing in further
research:

1. Temporal action detection problem. Behavior recognition is mainly used to classify
segmented video clips, but in real life, most videos are unsegmented and of different
lengths. The current trend is to find more accurate times to locate the start and end of an
action and to determine the category of each action. The time span of temporal behavior
segments can vary greatly; for example, for people of different ages raising hands, the
shortest behavior segment is about a few seconds and the longest is more than dozens of
seconds. Due to the large time span, it is difficult to detect temporal actions. Therefore,
achieving fast and accurate action detection is the key to the successful application of
behavior recognition, and it is also a research hotspot for the future.

2. Multi-action semantic recognition problem. At present, the existing behavior recogni-
tion algorithms can only deal with videos containing a single action. For video frames
containing consecutive human behaviors with multiple semantics, it is difficult for the
existing algorithms to complete the task of behavior recognition accurately and effec-
tively. However, individuals in daily life tend to mix multiple actions at the same time,
such as talking on the phone while walking. Therefore, how to develop an algorithm to
effectively distinguish and recognize multiple action semantics in videos is one of the
future research directions in this field.

3. Engineering realization problem. In recent years, the number of academic papers related
to behavior recognition has increased, which has promoted rapid development in the
field of behavior recognition. However, most current research is focused solely on
improving recognition accuracy and ignores practical application issues. In real-world
applications, such as video surveillance, smart homes, and so on, both the accuracy and
real-time performance of behavior identification are critical. Therefore, in the pursuit
of high precision, the model parameters, computational power consumption, behavior
recognition speed, and other factors should also be taken into consideration. In view
of the above problems, real-time behavior recognition should be widely studied in the
future in order to be better applied in real life.

Behavior recognition methods based on deep learning have inspired many new meth-
ods and models recently. These methods are showing higher accuracy and real-time
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performance. However, there are still many data samples, complex network models, and
other problems that will need to be further improved in future development.
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